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RESUMEN. La investigación tuvo como objetivo valorar 
las técnicas estadísticas ANAVA, Proporciones y Friedman 
como alternativas para analizar datos con distribución 
binomial en diseño de bloques al azar. Mediante el método 
de Monte Carlo, se simularon 100 experimentos con tres, 
cinco y nueve tratamientos (t); cuatro y ocho réplicas (r); 
con 5, 10 y 30 observaciones por unidad experimental (n) y 
probabilidad de éxito del evento (p) de 0,10; 0,20; … 0,90. 
Las alternativas de análisis: Comparación de Proporciones 
y procedimiento no paramétrico de Friedman, en cuanto a 
los indicadores, no superan a los obtenidos en el ANAVA 
clásico del dato binomial. Es preciso mencionar, que en los 
últimos años se han realizado pocos aportes relacionados 
con este tipo de investigación. 

ABSTRACT. The objective of the research was to evaluate 
the statistical techniques ANOVA, Proportions and Friedman 
as alternatives to analyze data with binomial distribution 
in random block design. Using the Monte Carlo method, 
100 experiments were simulated with 3, 5 and 9 treatments 
(t); 4 and 8 replicates (r); with 5, 10 and 30 observations 
per experimental unit (n) and probability of success of the 
event (p) of 0,10; 0,20; ... 0,90. The alternatives of analysis: 
Comparison of Proportions and nonparametric procedure of 
Friedman, as for the indicators, they do not surpass those 
obtained in the classic ANOVA of the binomial data. It 
should be mentioned that in recent years few contributions 
have been made related to this type of research.

INTRODUCTION

The joint work between the statistician and the 
researcher (1) is essential when defining a statistical 
model, reflecting as much as possible, what is wanted 
to be evidenced through experimentation. In these 
considerations, one of the most widespread models is 
the Analysis of Variance, which when used efficiently, 
becomes a powerful tool for analysis. However, 
this technique requires compliance with certain 
requirements of the random error terms of the linear 
model, as independent errors, normally distributed 

and with homogeneous variances for all observations, 
conditions that are often not met (2-5).

In research practice, the presence of variables 
that, in some way, do not satisfy the requirements 
that the ANAVA demands (6,7) is frequent; such is 
the case, of variables of counts, which due to their 
discrete nature can move away from normality. In this 
sense, some authors point out (8-11) that given the 
“robustness” of the F test in this analysis procedure, 
its failure does not have serious consequences in the 
analysis; which is practically irrelevant in relation to 
the probability of committing a type I error (6); then, it 
does not deviate from the α value determined by the 
experimenter. However, the “robustness” of the test 
can be affected when this breach is severe, since the 
probability of exceeding the nominal value of the test 
increases (12,13).
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Given their nature and frequent existence in 
many branches of science, are important variables 
of counts that come from dichotomous variables 
or binomial distribution, which establishes a close 
relationship of dependence between variance and 
average treatments; aspect that may be present in 
other types of variables (14). Therefore, it is assumed 
that if there are differences between the means in each 
variant that are being tested, differences between their 
respective variances are possible and, therefore, the 
non-fulfillment of this assumption.

Indicators such as the percentage in which the 
null hypothesis is rejected, the minimum difference 
that can be detected between treatment means, 
observed power of the ANAVA, number of rejection of 
equality of treatment means (1,15); they can receive 
the unfavorable impact when the assumptions are not 
met; so it is important to identify, take into account and 
know their degree of involvement.

In this virtue, in the present article the statistical 
techniques ANAVA, Comparison of Proportions and 
nonparametric test of Friedman are evaluated as 
alternatives to analyze data with Binomial distribution 
in random block design.

MATERIALS AND METHODS
The Monte Carlo Simulation process (16-20) was 

used to generate populations of random variables 
with Binomial distribution, with homogeneous and 
heterogeneous variances, according to Levene’s test 
p <0.05 for 5, 10 and 30 observations per experimental 
unit ( n) and probability of event success of 0.10, 0.20, 
..., 0.90 (p). Experiments were designed in randomized 
blocks design with three, five and nine treatments (t); 
four and eight replicas (r). The combination of means 
of the treatments was defined in such a way that the 
differences between these means were detectable 
by the Minimum Significant Difference test (MDS) 
at a significance level of 0.05 (Table 1); for each 
combination, treatment-replication-observations per 
experimental unit, 100 experiments were generated.

The data with Binomial distribution with 
heterogeneous and homogeneous variances were 
processed with the statistical techniques ANAVA, 
Comparison of Proportions and the non-parametric 
Friedman test.

The Proportion Comparison test was used to 
compare the difference between the percentage 
of experiments in which the H0 is rejected with the 
ANAVA, the Comparison of Proportions and Friedman 
for experiments with homogeneous and heterogeneous 
treatment variance.

Table 1. Structure of means and variances of 
treatments for the different analysis 
variants

RESULTS AND DISCUSSION

The behavior of statistical indicators is discussed, 
which allows to evaluate the quality of the analysis 
procedures that are related to the theoretical 
assumptions of the ANAVA rejection of the null 
hypothesis and number of differences detected.

Rejection of the null hypothesis

In Table 2, it is observed that the percentage of 
rejection declared significant, turned out to be superior 
with the procedure of Comparison of Proportions 
that obtained by the ANAVA and Friedman, for three 
and five treatments and number of observations per 
small experimental unit (5 and 10), but not when the 
number of experimental units is large (30); which may 
be associated with an approximation of the variable 
to normality and a closer approach to this assumption 
that requires this analysis technique.

Treatments p n=5  n=10 n=30

μ σ2 μ σ2 μ σ2

1 0,10 0,5 0,5 1,0 0,9 3,0 2,7

2 0,30 1,5 1,1 3,0 2,1 9,0 6,3

3 0,50 2,5 1,3 5,0 2,5 15,0 7,5

1 0,10 0,5 0,5 1,0 0,9 3,0 2,7

2 0,20 1,0 0,8 2,0 1,6 6,0 4,8

3 0,30 1,5 1,1 3,0 2,1 9,0 6,3

4 0,40 2,0 1,2 4,0 2,4 12,0 7,2

5 0,50 2,5 1,3 5,0 2,5 15,0 7,5

1 0,10 0,5 0,5 1,0 0,9 3,0 2,7

2 0,20 1,0 0,8 2,0 1,6 6,0 4,8

3 0,30 1,5 1,1 3,0 2,1 9,0 6,3

4 0,40 2,0 1,2 4,0 2,4 12,0 7,2

5 0,50 2,5 1,3 5,0 2,5 15,0 7,5

6 0,60 3,0 1,2 6,0 2,4 18,0 7,2

7 0,70 3,5 1,1 7,0 2,1 21,0 6,3

8 0,80 4,0 0,8 8,0 1,6 24,0 4,8

9 0,90 4,5 0,5 9,0 0,9 27,0 2,7
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Technique: 
r        n

ANAVA 
(%)

Proportion 
(%)

Friedman 
(%)

Sign.

α=0,05

ESx

Heterogeneous variances                                        3 treatments

4 5 52 a 75 b 37 c * 5

10 89 a 99 b 73 c * 3

30 100 100 97 ns 1

8 5 93 a 97 a 87 b * 3

10 100 100 99 ns 1

30 52 75 37 ns 0

Homogeneous variances                                        3 treatments

4 5 52 a 83 b 36 c * 5

10 83 a 100 b 66 c * 4

30 98 100 98 ns 1
8 5 92 a 99 a 83 b * 3

10 100 100 99 ns 1

30 100 100 100 ns 0

Heterogeneous variances                                       5 treatments

4 5 52 a 75 b 37 c * 5

10 89 a 99 b 73 c * 3
30 100 100 97 ns 1

8 5 93 a 97 a 87 b * 3
10 100 100 99 ns 1

30 100 100 100 ns 0

Homogeneous variance                                        5 treartments

4 5 54 a 67 a 37 b * 5
10 88 a 94 a 79 b * 3

30 100 100 100 ns 0

8 5 92 a 97 a 87 b * 3

10 100 100 100 ns 0

30 100 100 100 ns 0

Heterogeneous and homogeneous variances        9 treatments

4 5 100 100 99 ns 1

10 100 100 100 ns 0

30 100 100 100 ns 0

8 5 100 100 100 ns 0

10 100 100 100 ns 0

30 100 100 100 ns 0
 

ns: significance level greater than 0.05 
*: significance level less than 0.05 
a, b: comparisons are made only with the ANAVA procedure

Table 2. Rejection percentage of H0 in the ANOVA, 
Comparison of Proportions and Friedman

Edison Ramiro Vásquez, Alberto Caballero Núñez and Magaly Herrera Villafranca

Another aspect that cannot be underestimated in 
the previous result is the fact that the average value 
of the probability of success of the event of these 
simulated experiments with three and five treatments 
is 0.30; and, the Comparison of Proportions procedure 
is based on the Chi-square distribution, which is 
more precise as the parameter p of the Binomial 
distribution moves away from 0.50, at which point 
the variance becomes maximum; this is explained for 
nine treatments, where the average values of the p 
parameter of these experiments is 0.50. The results 
of the rejection indicator of the H0 hypothesis are 
equalized in the three analysis procedures.

Friedman’s nonparametric procedure showed 
a low behavior with respect to the other procedures 
and, even more emphasized, when the number of 
observations per experimental unit and number of 
replicas are small (n = 5 and 10; r = 4), these results 
corroborate what was raised by other researchers 
(5,21), when they argue that the parametric procedure 
is always more effective than its nonparametric 
counterpart.

Number of differences detected

In Figures 1, 2 and 3, through the three analysis 
procedures and in all the analyzed variants, a 
significant increase was observed in the number of 
differences detected, as the number of observations 
per experimental unit increases and the number of 
observations increases number of replicas. This aspect 
is more evident for five and nine treatments, given that 
the number of possible comparisons are 10 and 36, 
respectively.

* The difference between treatments was made through their 
medians

Figure 1. Number of differences between treatment 
means, detected by the MDS test (α=0.05) 
for three treatments
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* The difference between treatments was made through their 
medians

Figure 2. Number of differences between treatment 
means, detected by the MDS test (α=0.05) 
for five treatments

* The difference between treatments was made through their 
medians

Figure 3. Number of differences between treatment 
means, detected by the MDS test (α=0.05) 
for nine treatments

In presence or absence of homogeneity of variance 
of the Binomial variable, through all the combinations 
of number of observations per experimental unit and 
number of replicas, with the ANAVA and Comparison 
of Proportions procedures, a greater number of 
differences between treatments were found than with 
the Friedman procedure, which is associated with the 
fact that in this analysis procedure, the observation in it 
is replaced by the range that this observation occupies 
through the set of treatments, which leads to a loss of 
the essence of the amount or magnitude of the data, 
very important for this type of variable.

CONCLUSIONS

In general, there were no advantages of the two 
analysis alternatives: Comparison of proportions 
and non-parametric Friedman procedure, in terms of 
indicators that reflect the effectiveness of the ANAVA, 
which expresses that they showed no advantages 
with respect to the classic ANAVA of the data binomial, 
which seems to be a reasonable option for this type 
of data.
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